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Abstract 

Deep learning (DL)-based point cloud segmentation is essential for understanding built environment. 

Despite synthetic point clouds (SPC) having the potential to compensate for data shortage, how 

synthetic color and mixing proportion impact DL-based segmentation remains a long-standing 

question. Therefore, this paper addresses this question with extensive experiments by introducing: 

1) method to generate SPC with real colors and uniform colors from BIM, and 2) enhanced 

benchmarks for better performance evaluation. Experiments on DL models including PointNet, 

PointNet++, and DGCNN show that model performance on SPC with real colors outperforms that 

on SPC with uniform colors by 8.2 % + on both OA and mIoU. Furthermore, a higher than 70 % 

mixing proportion of SPC usually leads to better performance. And SPC can replace real ones to 

train a DL model for detecting large and flat building elements. Overall, this paper unveils the 

performance-improving mechanism of SPC and brings new insights to boost SPC's value (for 

building large models for point clouds). 
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1 Introduction 

Buildings are the most frequently encountered environment in our daily lives. However, the 

built environment is often very complex, making it still a challenge for computers to accurately 

understand. With the development of deep learning, semantic segmentation of point clouds enables 

computers to understand simple built environment and has been widely applied in the fields of 

building and construction, including scan-to-BIM (building information modeling), construction 

progress and quality monitoring [1][2][3]. As a high-precision representation of the real world, point 

clouds contain wealthy but unordered 3D information. In recent years, a large number of deep 

learning algorithms have emerged for point cloud semantic segmentation tasks and have been 

widely applied in the field of building and construction, such as PointNet [4], DGCNN [5]. 

However, high-quality datasets are essential for the training of deep learning models, yet the 

creation and annotation of 3D datasets are frequently laborious and time-intensive endeavors. High-

quality point cloud datasets are very scarce. Obtaining accurate point cloud data is challenging, 

necessitating the use of specialized equipment such as depth cameras or laser scanners. The cost of 

purchasing these devices is considerable, and scanning large-scale scenes is also a time-consuming 

process. Moreover, point cloud data also faces substantial labeling costs. For instance, the Stanford 

3D Indoor Spaces Dataset (S3DIS) [6] contains nearly 700 billion points, each labeled with one of 

13 classes, which indicates a huge labeling effort. Furthermore, the annotation tasks of buildings or 

construction sites are more complex and typically require specialized knowledge. This can be 

inferred from the annotation of 2D images: Duan [7] et al. spent more than 1800 h processing, 

annotating, and reviewing 21,863 construction images. The annotation of point clouds is more 

extensive, time-consuming, and challenging, making it a tedious and error-prone task.  

To address this problem, methods such as self-supervised learning [8], transfer learning [9], 

and few-shot learning [10] have been proposed. However, they all aim to achieve better performance 

with a smaller amount of data or annotation, which still does not solve the problem of data scarcity. 

Therefore, some researchers have utilized synthetic data to compensate for the lack of training data, 

especially in the field of computer vision [11]. Moreover, the widespread application of BIM 

technology [12] has brought a large amount of 3D digital models in the field of building and 

construction, which also provides significant potential for the synthetic point cloud data of the built 

environment. 

Previous research [13][14][15] has shown that synthetic point clouds generated based on BIM 

can improve the performance of 3D semantic segmentation models. However, pure synthetic data 

cannot replace real data to achieve comparable training performance [13][14], even synthetic point 

clouds with the same size and spatial distribution as real ones cannot achieve. Thus, there are still 

intrinsic gaps between the synthetic and real point clouds, which mainly depends on the spatial 

distribution and color differences. In addition, since synthetic point clouds cannot completely 

replace real point clouds for model training, the different mixing proportions of the real and 

synthetic datasets could play an important role in the model performance. Currently, there is still no 
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clear explanation for the impact principles of the color and mixing proportion of synthetic point 

clouds. 

Therefore, in order to deeply explore the impact of color and mixing proportion on model 

performance, this study first proposes a method for generating synthetic point clouds based on BIM. 

On this basis, two types of synthetic point cloud datasets and S3DIS real dataset are combined by 

different schemes to train three common 3D semantic segmentation models, for exploring the impact 

of color and mixing proportion of synthetic data. Specially, an additional set of benchmark 

experiments is proposed and conducted, making the comparison result more comprehensive and 

reliable. The remaining parts of this paper are organized as follows. Section 2 presents a literature 

review on 3D semantic segmentation models, synthetic point cloud generation, and training methods. 

Section 3 provides a detailed description of our synthetic point cloud generation method and briefly 

introduces the semantic segmentation models chosen in this paper. Section 4 conducts the 

experiments of different colors and mixing proportions. Section 5 further discusses the results and 

provides suggestions for synthetic point cloud generation and model training. Finally, Section 6 

summarizes the overall paper. 

 

2 Related work 

2.1 3D semantic segmentation based on deep learning 

Point cloud, one of the most used 3D data, can represent complex 3D spatial information but 

do not contain contextual information. Accurately extracting semantic information from point 

clouds is still a challenge. As an important means for computers to understand the real environment, 

3D semantic segmentation based on deep learning has been widely applied in various fields. Usually, 

semantic segmentation methods are divided into four categories [16]: Projection-based Methods, 

Discretization-based Methods, Hybrid Methods and Point-based Methods. The unordered nature, 

interaction among points, and invariance under transformations make it difficult to learn features 

directly from point clouds [4]. Therefore, early methods tended to convert point clouds into forms 

that are easier for computers to process, such as voxel grids and images. But these methods 

inevitably result in information loss [17] and redundant storage [18]. Until Qi et al. [4] proposed the 

PointNet model, which pioneered an end-to-end point-based semantic segmentation approach. 

PointNet utilizes point-wise Multi-Layer Perceptron (MLP) methods to extract features from 

unordered point clouds. Subsequently, more and more point-based semantic segmentation networks 

emerged. PointNet++ [19] is a hierarchical network based on recursive PointNet, which further 

captures the local feature of point clouds. Based on random sampling and local feature aggregation 

modules, RandLa-Net [20] network efficiently learns features of complex point clouds. DGCNN[5] 

is a classical graph-based network that uses the edge convolution (Edge Conv) module to obtain 

local and global features of point clouds. MinkowskiNet [21] uses 4-dimensional convolutional 

neural networks for spatio-temporal perception, and has achieved excellent performance in indoor 

scene understanding. PCT [22], PointTransformers v1–3 [23][24][25] uses the transformer method 
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to process point cloud sequences, achieving advanced performance in various 3D visual tasks. Here 

we only list some widely used semantic segmentation models, while other point-based methods also 

show strong potential in extracting point cloud features.  

In terms of point cloud datasets, the datasets used for semantic segmentation are mainly 

outdoor scenes and urban scenes related to autonomous driving research. For the built environment, 

high-quality datasets such as S3DIS [6], ScanNet [26] are still scarce and singular, making it difficult 

to meet the diverse research needs of different fields.  

2.2 Overview of synthetic point clouds 

Due to properties of infinite generation and automatic annotation, synthetic data have been 

widely used in various computer vision tasks, such as object detection [27], pose estimation [28], 

semantic segmentation [29], and crowd counting [30]. In recent years, with the increasing 

accessibility of BIM and 3D models, more and more research focus on the synthetic point clouds 

and tries to utilize them to improve the training process of semantic segmentation deep learning 

models. Overall, the relevant research all focuses on two major aspects: the generation methods and 

effectiveness studies of synthetic data. The first is how to generate more realistic point clouds. And 

the second is the impact of synthetic data on the performance of deep learning models. The 

following section provides a detailed introduction to these two aspects. 

2.2.1 Generation of synthetic point clouds 

Major synthetic point clouds are sampled from existing digital 3D models, commonly 

including online housing design models [9], randomly generated 3D models [31], and BIM models 

[13]. The spatial information of 3D models is similar to the real scene, providing raw materials for 

the creation of synthetic data. However, the spatial distribution of point clouds is random, and colors 

are easily influenced by the environment, making the realism of synthetic point clouds a major 

challenge. Overall, the framework of synthetic point cloud generation generally consists of three 

stages: (1) Geometric Generation, (2) Semantic Annotation, and (3) Color Assignment. Different 

studies have adopted different methods to achieve the above three steps. The first two steps are 

necessary, while the color assignment is optional. The following will provide a detailed introduction 

to these three steps. 

(1) Geometric Generation. Methods in this step mainly include sampling and scanner 

simulation. Ma et al. (2020) [13] proposed a method to generate point clouds by uniformly sampling 

all objects of BIM models using FME WorkBench. This approach results in the points inside the 

objects are incorrectly sampled, which is significantly different from the real data. To overcome this 

problem, Zhai et al. [32] extracted surface geometric information by retrieving semantic properties 

and spatial topological relationships from IFC models. But this still not considered the spatial 

occlusion relationships between objects while real scanning. Tang et al. [14] proposed the Improved 

Hidden Point Removal (IHPR) algorithm to remove invisible points station-by-station after surface 

sampling. They all obtained synthetic point clouds with similar geometric features to the real 

scanning data. Furthermore, Ma et al. (2021) [33] abandoned the surface sampling method and 
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instead used Blensor to simulate the manual scanning process by placing virtual scanners in the BIM 

space. Although the occlusion relationship is considered, the virtual scanner locations had to 

manually specified in this work, which was time-consuming when dealing with a large number of 

BIM models. Similarly, Noichl et al. [15] and Cazorla et al. [31] both used laser scanner simulation 

to create synthetic point clouds and further solved the problem of manually designating scanner 

locations. The former used fixed scanner locations, while the latter automatically selected scanner 

locations based on rules. Overall, these methods can effectively restore the spatial and occlusion 

relationship of points, but cannot process the measurement range of scanner. In addition, Song et al. 

[9] employed a CycleGAN neural network to transfer the spatial distribution from real point clouds 

to the uniformly sampled synthetic point clouds, but did not consider the occlusion relationships. 

Zhang et al. [34] obtained RGB images and depth maps by randomly placing virtual cameras in 

BIM models, and then reconstructed the point clouds from the depth information. 

(2) Semantic Annotation. Due to the rich semantic information embedded in 3D models, 

semantic annotation of synthetic data is relatively straightforward. Except for early research [13] 

that requires manual annotation, major research automatically extracted and annotated semantic 

information from 3D models when generating geometric information of the point clouds. In addition, 

other research used methods based on projection [33] and ray tracing [15] to accomplish the 

annotation task. 

(3) Color Assignment. Color is a key factor affecting the realism of synthetic point clouds. 

The methods used in different studies vary greatly. In the research of Ma et al. [13] and Noichl et al. 

[15], there were no colors in synthetic point clouds. Tang et al. [14] used colors exported from 

texture information of BIM models, which resulted in distortion compared to the real colors. Zhai 

et al. [32] colored points with BIM material and real colors, respectively, where the real colors were 

directly derived from S3DIS data. Furthermore, the CycleGAN neural network of Song et al. [9] 

also transferred the style of colors from real to synthetic data, but there were inevitably errors in the 

details. Furthermore, Zhang et al. [34] obtained RGB images of 3D models by using virtual cameras 

and added colors while reconstructing the point clouds from the depth maps. But this method 

depends on the realism of the rendered images. Despite the great efforts that researchers have made, 

generating synthetic point clouds with real colors remains a difficult task, which could have an 

impact on the performance of semantic segmentation models. Therefore, this study conducts a set 

of comparative experiments to explore the impact of colors on model performance. 

Overall, the above methods are summarized and compared in the Table 1. In geometric 

generation, the occlusion relationship and measurement range of real scanner are the major factor 

to affect the realism of point clouds. On this basis, generation method in this research is devoted to 

consider these two factors. In addition, automatic semantic annotation is the biggest advantage of 

synthetic data, which is achieved in almost all research. As for colors of points, most research is no 

colors or single type of colors, insufficient to investigate the impact of color on model performance. 

However, this factor is the focus in this research. 

Table 1 



6 

 

Comparison of synthetic point cloud generating methods 

Author Data source 
Geometric 

generation 

Semantic 

annotation 

Color assignment 

BIM color Real color 

Ma [13] BIM model     

Ma [33] BIM model ○ √   

Song [9] Online model  √  √ 

Cazorla [31] Random model ○   √ 

Zhai [32] BIM model  √ √ √ 

Tang [14] BIM model ● √ √  

Zhang [34] BIM model ● √  √ 

Noichl [15] BIM model ○ √   

Ours BIM model ● √ √ √ 

* In geometric generation, ○ represents the occlusion is considered; ● represents the occlusion and 

measurement range are considered. 

 

2.2.2 Synthetic point clouds for model training 

After generating a large number of synthetic point clouds, the impact of synthetic data on model 

performance is the next step of research. In theory, the optimal scenario would be that synthetic data 

can entirely replace the real data and achieve performance no less than the real dataset. However, 

so far this is still an unrealistic expectation. There is an example exception. The synthetic dataset of 

Zhai et al. [32] was generated by BIM models identical to the S3DIS dataset and assigned colors 

the same as the S3DIS dataset, which ultimately achieved comparable training performance to the 

S3DIS dataset. Nevertheless, given that the synthetic dataset is too similar to the real dataset and 

unable to be obtained in practical application, the results are unfair and biased. 

Consequently, most of the research prefer to mix synthetic datasets with real datasets for 

enhancing the training of segmentation models. Overall, there are two types of research strategies. 

The first method is to add synthetic data into a real dataset. For example, Tang et al. [14] added an 

equal amount of synthetic data to the real dataset. And the mixed training set demonstrated superior 

performance compared to the training set before mixing, proving the effectiveness of synthetic point 

clouds. The findings of Ma et al. [13] also showed that the performance was improved when real 

data are augmented with 1×, 2×, and 3× synthetic data, but none of them could match the 

performance of the real dataset with an equivalent total amount of mixed dataset. Nevertheless, the 

addition of synthetic data increases the size of the training set. So, the second strategy maintains the 

size of training set and changes the mixing proportions of two types of datasets. Noichl et al. [15] 

found that mixing 12 % of real data with 88 % of synthetic data resulted in slightly inferior 

performance than 100 % of real data. However, the optimal mixing proportion remains unclear. In 

the study by Zhai et al. [32], it was demonstrated that replacing a small amount of real data with 

synthetic data could achieve superior performance. Furthermore, Zhang et al. [34] mixed the S3DIS 

dataset with synthetic data at proportions of 0 %, 25 %, 50 %, 75 %, and 100 %, and ultimately 

found that the performance was positively correlated with the proportion of real data. 



7 

 

In summary, there is an inherent discrepancy between synthetic and real point clouds. 

Consequently, the mixed training of synthetic and real data is a more critical issue. However, 

previous studies didn’t provide a comprehensive discussion on the mixing proportions. And nor did 

they implement benchmark experiments without synthetic data, thus failing to validate the value of 

synthetic point clouds. In light of the aforementioned research gap, this study conducts a series of 

experiments with a more comprehensive range of mixing proportions and simultaneously carries 

out additional benchmark experiments, to obtain more reliable results. Finally, based on these 

findings, an in-depth discussion is conducted to offer suggestions for research on synthetic point 

clouds. 

 

3 Methodology 

In order to investigate the impact of synthetic point cloud color (SPC color) and mixing 

proportion with real data (SPC proportion) on the performance of semantic segmentation models. 

This study first proposes a synthetic point cloud generation method based on the BIM model. And 

on this basis, experiments are conducted on different training sets of synthetic and real dataset. Fig. 

1 shows the methodology of our research. It contains two key parts. The first part is to generate 

synthetic point clouds from BIM models. And in this study, two types of synthetic datasets are 

generated with different colors. Then the second part involves two sets of experiments. The variable 

in Experiment 1 is SPC color and in Experiment 2 is SPC proportion, for exploring their impact on 

model performance. This section provides a detailed description of the methodologies for synthetic 

point cloud generation, the semantic segmentation models, and the experimental design.  

 

Fig. 1. Methodology. 1) Synthetic point clouds generation, and 2) Experiments on effect of color and 

mixing proportion. 

 

3.1 Synthetic point cloud generation 

Synthetic point cloud generation is the foundation of the entire research. In this study, a method 

based on scanner simulation has been proposed. The biggest innovation of the method is to 
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automatically simulate the scanner layout of real scanning, both considering the occlusion 

relationship and measurement range of real scanners. The whole framework is illustrated in Fig. 2.  

Step 1: Geometric Generation. In order to simulate the actual scanning process: point clouds 

are composed of multiple scans and splices, the Industry Foundation Classes (IFC) is used to extract 

the planar contours of each scene in BIM models. Then within these contours, uniformly distributed 

scanner stations can be determined by Centroidal Voronoi Tessellation (CVT) algorithm. On this 

basis, synthetic point clouds containing XYZ information can be automatically generated by virtual 

scanners at each station in the Blensor. 

Step 2: Semantic Annotation. In this step, the dense point clouds containing semantic 

information are exported from the BIM models and registered with the point clouds generated in 

Step 1. The overlapping parts are then annotated with the same semantic information to obtain the 

annotated synthetic point clouds. 

Step 3: Color Assignment. In this work, two methods are employed to color synthetic point 

clouds. The first method is as same as Step 2. Given that BIM models contain both semantic and 

textural information, the colors can be assigned while synthetic data is annotated. However, this 

color originates from the “consistent color” in the BIM model, resulting in each component being 

unicolored. Consequently, there is a discrepancy between this color and the real texture. This point 

cloud is designated as an unicolored synthetic point cloud (denoted as UniSPC). The alternative 

method is to register the synthetic point clouds with the scanned point clouds and share the 

distribution of colors. This type of synthetic point cloud is colored with real colors and is designated 

as a real-colored synthetic point cloud (denoted as RealSPC).  

The detailed methods for the three key steps are as follows. 

 

Fig. 2. Framework of synthetic point clouds generation. 

 

3.1.1 Geometric generation 

In this study, BIM modeling is carried out in Revit. As a kind of 3D model, the Revit model 

(uniformly denoted as BIM model in the following text) contains accurate spatial information, 
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which can be used to generate synthetic point clouds. However, it should be noted that the real point 

cloud only represents the surface information of objects and involves complex occlusion 

relationships. Consequently, the BIM model cannot be converted into a point cloud without 

processing. To address this issue, a feasible approach is to utilize the scanner simulation method to 

extract the spatial information of BIM models. And Blensor (https://www.blensor.org/) is a free 

open-source simulation package that allows users to simulate the major ranging sensors. Given the 

simulation cost, Time-of-Fight (ToF) camera is chosen as the virtual sensor in this research. 

Furthermore, the actual sensors always have a specific measuring range, making traditional 

scanned point clouds have to sample and register station-by-station. And the selection of scanner 

stations must consider factors such as the measuring range and the scale of the built environment, 

and theoretically need to evenly distribute within the space. In order to simulate this process, our 

data generation is also divided into a series of station-by-station scanning. So, it is necessary to 

identify the scene boundaries and scanner stations in BIM models before scanning. In reference to 

the scenes in S3DIS dataset, we select spaces such as office, conference room, and hallway as a 

single scene for scanning. This space information is specifically defined in the BIM model as a 

component named “Room”. As shown in Fig. 3 (a), the “Basic Sample Project” provided by Revit 

includes room components such as bath and hall, corresponding to the smallest unit of scanning. To 

extract this room information, BIM models are converted to the Ifc format, where room information 

is stored in the property IfcSpace. 

IfcSpace represents an area or volume bounded actually or theoretically. As shown in Fig. 3 (b) 

and Fig. 3 (c), space represented by IfcSpace is extruded from a closed IfcPolyLine (footprint) on a 

plane. Therefore, the scene boundary in BIM model is as same as the footprint in IfcSpace. The latter 

one can be easily extract by a Python script based on IfcOpenshell package (http://ifcopenshell.org/). 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Room component and IfcSpace. (a) Room components in “Basic Sample Project” of Revit. (b) 

IfcSpace is an extrusion of footprint into the swept area solid. (c) Space footprint of IfcSpace [35].  

 

On this basis, the problem of determining scanner locations is converted to a math problem of 

uniform tessellation within a closed boundary. A feasible solution is centroidal Voronoi tessellation 

(CVT) in computer graphics. Voronoi tessellation can be described as a partition of a plane divided 

into regions (𝑉 = {𝑉1, 𝑉2, . . . , 𝑉𝑛}) close to each of a given set of seed points (𝐶 = {𝑐1, 𝑐2, . . . , 𝑐𝑛}), 

and satisfy the following equation: 

𝑉𝑖 = {𝑥 ∈  ℝ2 | ‖𝑥 − 𝑐𝑖‖ ≤ ‖𝑥 − 𝑐𝑗‖, ∀ 𝑗 ≠  𝑖} 
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CVT is a specific type of Voronoi tessellation in which the seed point of each Voronoi cell is also 

its centroid, making the regions divided from closed polygons being approximately the same size. 

The Lloyd's algorithm is a frequently employed algorithm for the generation of CVT, which is 

solved by iteratively calculating the centroid of the Voronoi diagram. Fig. 4 shows the process of 

CVT generation for two distinct scene boundaries based on the Lloyd algorithm. In this study, 

Lloyd's algorithm is used to automatically obtain a given number of scanner stations within the 

boundaries of IfcSpace, thereby preparing for the point cloud generation in Blensor. Specifically, in 

order to ensure that the synthetic point clouds generated from different scenes have similar density, 

the initial numbers of scanner stations and iterations in this algorithm are positively correlated with 

the area size enclosed by the scene boundaries. 

 

Fig. 4. Visualization of Lloyd's algorithm (a) Scene boundary. (b) Initial random scanner stations. (c) 

Algorithm iteration once. (d) Algorithm iteration 10 times. 

 

Finally, the BIM models are imported into the Blensor. A Python script reads the coordinates 

of the scanner stations within each IfcSpace boundary, and sets the location of virtual sensors at the 

corresponding floor (height). Subsequently, the script automatically invokes the Blensor API to scan 

and register point clouds station-by-station, and finally saves them in the same format as S3DIS. 

There are no reference values for the parameters of the virtual ToF sensor. So, the optimal sensor 

parameters are configured with the objective of the ideal density of synthetic point clouds. The main 

parameters of the virtual sensor are presented in Table 2. 

Based on the above method, synthetic point clouds can be automatically generated from BIM 

models. These synthetic data reflect the true geometric coordinates of real scene, but no color or 

semantic information. And this is addressed in the subsequent two stages. 

Table 2 

Main parameters of virtual scanner in Blensor 

Parameter Value Description 

(a)

Polygon scene boundary and 5 scanner stations

Curve scene boundary and 10 scanner stations

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Scene Boundary Scanner Stations Units Boundary

Scene Boundary Radom Scanner Stations Scanner Stations after 1 iteration Scanner Stations after 10 iterations

Scene Boundary Radom Scanner Stations Scanner Stations after 1 iteration Scanner Stations after 10 iterations
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SCAN_STEP_W 25° Horizontal scanning angle step size 

SCAN_STEP_H 25° Vertical scanning angle step size 

SCAN_NUM_W 15 Number of horizontal scans 

SCAN_NUM_H 6 Number of vertical scans 

TOF_XRES 20pixel Horizontal resolution 

TOF_YRES 20pixel Vertical resolution 

TOF_LENS_ANGLE_W 30° Horizontal field of view angle 

TOF_LENS_ANGLE_H 30° Vertical field of view angle 

TOF_MAX_DIST 6.5 m Maximum measurement distance 

TOF_FOCAL_LENGTH 2.0 m Focal length 

 

3.1.2 Semantic annotation 

The rich semantic information contained in BIM models can comprehensively represent 

elements of the built environment. Therefore, this study proposes an automatic annotation method 

for synthetic data based on BIM models. The core process is divided into two steps. 

Step 1: Semantic extraction. Firstly, the BIM model is imported into Blender. Then based on 

the Open3D [36] plugin, a Python script traverses through all components in the BIM model and 

exports each component separately as a dense point cloud. Of course, the exported files are named 

with category labels, to ensure that the synthetic data can be properly labeled. 

Step 2: Overlapping annotation. Since the synthetic point clouds (with XYZ coordinates) and 

the exported component point clouds belong to the same coordinate space, their overlapping parts 

share the same semantics. Assuming the synthetic point cloud is the source point cloud 𝑃𝑠 and the 

exported component point cloud is the target point cloud 𝑃𝑡, the distance for each point 𝑝𝑖 ∈ 𝑃𝑠 to 

the closest point 𝑝𝑗 ∈ 𝑃𝑡 can be used to judge the overlapping degree of them. Considering specific 

𝑝𝑖 ∈ 𝑃𝑠 and arbitrary point 𝑝𝑗 ∈ 𝑃𝑡, the 𝑑𝑖 can be calculated by the following equation. 

𝑑𝑖 = min
𝑝𝑗∈𝑃𝑡

‖𝑝𝑖 − 𝑝𝑗‖
2
 

And the corresponding index 𝑗∗ can be represented as: 

𝑗∗ = arg min
𝑝𝑗∈𝑃𝑡

‖𝑝𝑖 − 𝑝𝑗‖
2
 

If the distance is shorter than threshold (represented as 𝑑𝑖 < 𝑡 ), point 𝑝𝑖  and point 𝑝𝑗∗ are 

considered to have the same spatial location. Then the label 𝐶𝑝𝑗∗  of point 𝑝𝑗∗ (BIM point) are pass 

to the label 𝐶𝑝𝑖
 of point 𝑝𝑖 (synthetic point). Otherwise, the label 𝐶𝑝𝑗∗  is set as clutter. 

𝐶𝑝𝑖
= {

𝐶𝑝𝑗∗ , 𝑑𝑖 < 𝑡

𝑐𝑙𝑢𝑡𝑡𝑒𝑟, 𝑑𝑖 ≥ 𝑡
 

The above calculation process is integrated into a Python script. By traversing both synthetic 

and component point clouds, each point in synthetic data is annotated with a category label. 
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3.1.3 Color assignment 

Color is crucial and the most challenging information in synthetic point cloud generation. 

Notably, BIM models contain not only semantic information but also simple textured colors. 

Therefore, the semantic annotation method introduced in Section 3.1.2 can also be used to color the 

synthetic point cloud. However, these colors are the consistent colors of BIM models, where a single 

component is unicolored with a distorted color. Compared to the real texture, consistent colors are 

very different from scanned colors. For convenience, this simple and unicolored point cloud with 

consistent colors of BIM models is referred to as Unicolored synthetic point clouds (UniSPC).  

In order to generate synthetic point clouds with a more realistic color, this study also utilizes 

scanned point clouds to color the synthetic ones. The whole process is as follows: (1) select synthetic 

point clouds and real scanned point clouds of the same scene; (2) use the CloudCompare software 

to manually register the two sets of point clouds; (3) share the colors of the overlapping parts. This 

part is similar to the Section 3.1.2. In this part, the threshold must be selected anew. And the RGB 

values of colors are passed instead of the category labels. However, the drawbacks of this method 

are also obvious, as both BIM models and scanned point clouds of the same scene are required. 

Since hardware equipment has become more accessible today, although this is still a laborious task, 

but no longer a difficult task. This method provides an effective solution for creating high-quality 

synthetic point clouds, which can be used for synthetic color research. In our study, this type of 

point clouds with real colors is denoted as Real-colored synthetic point clouds (RealSPC). And the 

above two types of datasets are the main research objects in subsequent experiments. 

 

3.2 Semantic segmentation model 

This study selects three typical point-based networks to evaluate the value of synthetic point 

clouds on semantic segmentation using deep learning, namely PointNet [4], PointNet++ [19], and 

DGCNN [5]. These three models are relatively simple and have high computational efficiency, so 

they are widely used in the field of building and construction [37][38][39][40]. The evaluation 

results on these models can further explore the engineering applications of synthetic point clouds. 

They all use raw point cloud data as input and output the category label of each point to achieve the 

segmentation task. PointNet is the earliest deep learning network based on points. Furthermore, it 

employs point-wise MLP and max pooling to extract feature information from points, overcoming 

the unordered challenge of point cloud data. But in the PointNet, the features of points are 

independent of each other and lack the extraction of local features between adjacent point clouds. 

So, the PointNet++ network proposes a hierarchical feature learning framework, which can learn 

local features at different levels in the neighborhood of point clouds. In terms of the DGCNN 

network, the topological structure is constructed in the feature space of points and the local features 

are aggregated by EdgeConv modular. The biggest characteristic of DGCNN is the dynamically 

updated graph structure, which enables the network to extract semantic information in a deeper 

feature space. This method has been proven to be superior to feature aggregation in traditional 

geometric spaces, such as PointNet++. The above three networks are widely used and are chosen in 
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the subsequent experiments to assess the value of synthetic data. 

 

3.3 Experiment design 

The objective of this study is to investigate the impact of color and mixing proportion of 

synthetic point clouds on the performance of segmentation models. To this end, two sets of 

experiments have been designed as follows. 

Experiment 1: effect of SPC Color on segmentation performance. In this series of 

experiments, two types of training sets are employed to investigate the impact of color differences 

in synthetic point clouds: the homogeneous training set and the augmented training set. In the 

homogeneous training experiment, different types of synthetic datasets are utilized as a single 

training set to directly train the segmentation model, and compared with a real data training set of 

the same size. In the augmented training experiment, a small amount of real data is added to the 

synthetic data for augmentation, and the performance is compared with that of the non-augmented 

training set. This series of experiments aims to validate the effectiveness of synthetic point clouds 

and to analyze the impact of color on segmentation performance. 

Experiment 2: effect of SPC Proportion on segmentation performance. In this set of 

experiments, real data is gradually replaced by synthetic data, to form training sets of different 

mixing proportions. In order to obtain a more comprehensive result, mixing proportions with an 

interval of 5 % are adopted. It is noteworthy that the mixing proportion in this study is defined as 

the proportion of synthetic point clouds to the total number of point clouds in the training set 

(proportion of scene quantity). Furthermore, to quantify the value of synthetic data in mixed training 

sets, a series of benchmark experiments is conducted, in which synthetic point clouds are removed 

from the mixed training set. Ultimately, for each model, 21 mixing experiments (with mixing 

proportions from 0 to 100 %) and 19 benchmark experiments (with corresponding mixing 

proportions from 5 % to 95 %) are carried out. And the remaining two benchmark experiments are 

not considered: the experiment with 0 % mixing proportion contains no synthetic data, and the 

experiment with 100 % mixing proportion entirely consists of synthetic data. The objective of this 

series of experiments is to investigate the impact of mixing proportion on segmentation performance. 

It's worth noting that benchmark experiments without synthetic point clouds in Experiment 2 

are essential. Given that the effect of the number of real data on model performance is not clear, it's 

conceivable that the changes in performance with different mixing proportions could be attributed 

to the changes in the number of real data, rather than the critical role played by synthetic point 

clouds. Experiments on mixing proportions lacking benchmark experiments may be unreliable. This 

is crucial but missing in previous studies. So, benchmark experiments in this study ensure greater 

credibility of the experiments and quantify the value of synthetic data. 

In order to compare the effects of different training sets, Mean Intersection over Union (mIoU) 

and Overall Accuracy (OA) are used to evaluate the overall performance of the model. At the same 

time, Intersection over Union (IoU) and Accuracy (OA) are used to evaluate the performance of 
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individual class. These metrics are commonly used for the task of point cloud segmentation and are 

widely used for evaluating synthetic point clouds datasets [14][15][32][33]. 

 

4 Experiments and results 

4.1 Data preparation 

Before experiments, four synthetic point cloud datasets are prepared in this study. Two of them 

are generated by our method in Section 3.1, while the remaining two are sourced from Tang’s study 

[14]. In addition, given that S3DIS is the most used indoor dataset and has a large scale, it’s utilized 

to validate the effectiveness of the synthetic data and investigate the impact of SPC proportion on 

segmentation performance. S3DIS dataset is commonly used in studies on segmentation of built 

environment. It contains 6 areas with 271 scenes. Each point is annotated with one of the 13 

semantic classes (wall, column, beam, ceiling, floor, door, window, sofa, board, chair, desk, 

bookshelf, and clutter). The summary of the above five datasets is presented in Table 3. 

Table 3 

Number of classes and scenes in five datasets 

Type Source Name Classes Scenes 

Real dataset manual scanning S3DIS 13 271 

Synthetic dataset 

(Tang et al.) 
BIM model same with S3DIS 

IS-PtC 13 44 

FS-PtC 13 44 

Synthetic dataset 

(Ours) 
BIM model of NCEB 

UniSPC 8 256 

RealSPC 8 44 

 

In this study, 256 scenes of synthetic point clouds are generated from the BIM model of a 

newly-built office building (NCEB in Tsinghua University). So, the scenes of these data are obvious 

different from the scenes in S3DIS, which is a characteristic of our synthetic dataset. These synthetic 

data is colored by the consistent colors from the BIM model, so called this dataset UniSPC. 

Furthermore, in order to generate point clouds with more realistic colors, we manually scanned the 

fourth floor of the building and colored partial synthetic data based on these real data. Although this 

method greatly reduces the difficulty of obtaining the dataset, it still requires time and labor costs. 

From a research perspective, finally, 44 scenes of synthetic point clouds with real colors are 

generated, and this dataset is referred to as RealSPC. The scenes of these synthetic point clouds 

include offices, conference rooms, washrooms, hallways, etc., relying on the division of “room 

components” in BIM models. The annotation labels also refer to S3DIS. However, furniture, such 

as sofas, boards, chairs, desks, and bookshelves, are not included in the BIM models. Therefore, in 

our synthetic data, points are only divided into 8 classes: ceiling, floor, wall, beam, column, window, 

door, and clutter, not including other furniture. Visualization of partial scanned point clouds, 

UniSPC, RealSPC and annotated point clouds is shown in Fig. 5. 
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Fig. 5. Visualization examples of scanned point clouds, UniSPC, RealSPC and annotated point clouds.  

 

Additionally, to validate the effectiveness of our synthetic point clouds, the BIMSyn dataset 

(an open-sourced synthetic point cloud dataset proposed by Tang et al. [14]) is also incorporated 

into the experiments of this study. BIMSyn is likewise a synthetic data generated based on BIM. 

However, the spatial distribution of its BIM models is the same as S3DIS (44 scenes in Area 1). 

Each point is also labeled as one of the 13 categories. BIMSyn contains two types of synthetic point 

clouds: IHPR-based synthetic point cloud (IS-PtC) and fully synthetic point cloud (FS-PtC). The 

former is generated by the IHPR algorithm proposed by the authors, considering the occlusion 

relationship between objects, and removing invisible points. The latter, however, is a complete point 

cloud of the entire scene without removing any points, thus having more complete local spatial 

features. In the study by Tang, the mixed datasets of these two types of synthetic data with S3DIS 

were demonstrated to enhance the segmentation performance of three different models. So, these 

two synthetic datasets are considered effective on model training and will also be used for model 

training in the following experiments. 

 

Fig. 6. Visualization of five types of datasets 

 

In summary, a total of 5 datasets have been prepared for our experiments. And the visualization 

of them is shown in Fig. 6. Notably, our synthetic point clouds only contain 8 distinct labels and 

Real scanned

point clouds

UniSPC

RealSPC

Annotated

SPC

RealSPCUniSPCIS-PtC FS-PtCS3DIS

BIMSyn Our synthetic data
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don't include various types of furniture. Therefore, in order to ensure that the segmentation 

performance is comparable, the annotation of both S3DIS dataset and BIMSyn datasets is aligned 

to 8 classes by maintaining 7 classes unchanged (ceiling, floor, wall, beam, column, window, and 

door) and consolidating the remaining classes into the clutter. As shown in Table 4, in all datasets, 

the proportions of the main building components such as ceilings, floors, and walls are relatively 

high, while the proportions of other components are relatively low. However, since the real scene is 

filled with furniture, the proportion of clutter in the real dataset is relatively high. While there is 

almost no clutter in our synthetic dataset. 

Table 4 

Proportion of points in different datasets (%) 

Dataset ceiling floor door window wall beam column clutter 

S3DIS 19.3 16.5 4.8 2.5 27.8 1.7 2.0 25.4 

IS-PtC 19.7 15.5 6.3 0.5 34.3 4.8 3.2 15.7 

FS-PtC 14.2 14.6 4.3 2.4 37.4 3.9 3.6 19.6 

UniSPC 19.6 21.0 3.3 6.1 35.3 11.0 3.7 0.1 

RealSPC 19.4 23.7 4.9 4.3 32.0 11.7 4.0 <0.1 

 

4.2 Model configuration and performance evaluation 

In this study, synthetic data and real data are combined to form different mixed datasets for the 

training of PointNet, PointNet++ and DGCNN models. Before implementing the experiments, the 

following agreements are reached. 

Model configuration: During the training phase, only the number of units in the output layers 

of three networks is modified from 13 to 8. While the remaining network architecture and training 

parameters are maintained at their default settings. Given that the point clouds are down sampled 

into blocks of 1m*1m for both training and testing in three networks, a fixed random seed is 

employed for each network during the experiments. This ensures that the data input is consistent 

across training and testing phases, thereby minimizing the interference of random factors.  

Performance evaluation: Each type of model is trained for the same number of epochs, with 

PointNet and PointNet++ being trained for 32 epochs and DGCNN for 50 epochs. Taking the 5 % 

mixing proportion as an example, as shown in Fig. A, the training of all models tends to be sufficient. 

The outcome of each training epoch is validated on a dataset containing 40 scenes of real point 

clouds from Area 2 of S3DIS. Finally, the segmentation performance is defined as the evaluation 

metrics of the epoch with the highest mIoU on the validation set. Notably, given that our synthetic 

point clouds lack clutter class, so in addition to the traditional evaluation metrics OA and mIoU, an 

accuracy-relevant metric (denoted as OA7) is proposed to assess the contribution of our synthetic 

data to the segmentation performance. OA7 represents the proportion of correct predictions (among 

7 classes of points without clutter) in all 7 classes of points without clutter. The calculation method 

of this metric is identical to OA, just not considering the clutter class. The OA and OA7 are 

calculated as follows, respectively: 
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𝑂𝐴 = ∑ 𝑝𝑖 ∙ 𝐴𝑖

8
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/ ∑ 𝑝𝑖
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𝑂𝐴7 = ∑ 𝑝𝑖 ∙ 𝐴𝑖

7

𝑖=1

/ ∑ 𝑝𝑖

7

𝑖=1

  

where 𝑝𝑖  represents the proportion of points of 𝑖𝑡ℎ  class, and 𝐴𝑖  represents the corresponding 

prediction accuracy. Specially, 𝑖 = 8 corresponds to the clutter class. From the formula above, it can 

be seen that OA and OA7 metrics have the same preference in dealing with “imbalanced data”. So, 

OA7 metric is reasonable for presenting the model prediction ability of the remaining 7 classes. 

Given that there are almost exclusively these seven classes of points, OA7 can objectively evaluate 

the ability of our synthetic dataset. 

 

4.3 Experiment 1: Effect of SPC color on segmentation performance 

4.3.1 Homogeneous training experiment 

To validate the effectiveness of our synthetic dataset and to investigate the impact of SPC color 

on the segmentation performance, a series of experiments using homogeneous training sets is first 

conducted. Our UniSPC and RealSPC, FS-PtC and IS-PtC from BIMSyn, as well as S3DIS, five 

different types of point clouds are used as single training sets to directly train three models. Each 

dataset comprises 44 scenes of point clouds. In the real datasets, all data originates from Area 1 of 

the S3DIS. In the UniSPC, 44 scenes of point clouds are randomly selected from 256 scenes. Finally, 

the training results of five experiments are all evaluated on the test set of 40 scenes of real point 

clouds from S3DIS Area 2. 

The evaluation metrics of the above experiments are calculated and shown in Table 5. In terms 

of overall performance, none of the synthetic datasets can achieve performance comparable to those 

of S3DIS. This outcome is not unexpected and indicates that there is still a significant gap in features 

between synthetic and real point clouds. When comparing the four types of synthetic datasets, as 

shown in the left of Fig. 7, it is evident that the RealSPC demonstrates superior performance across 

all three networks, with an increase of 4.2 %, 11.8 %, 5.9 % in mIoU and 4.8 %, 21.2 %, 16.4 % in 

OA over the other three synthetic datasets with colors from BIM models, respectively. Compared to 

UniSPC, RealSPC has improved 8.2 % + in mIoU and 18.0 % + in OA, respectively. And the 

UniSPC achieves comparable results with two synthetic datasets from BIMSyn. The findings 

confirm the effectiveness of our synthetic point clouds and reveal the significant role of color in 

segmentation model training. Despite entirely different geometric generation methods and spatial 

distribution of them, three synthetic point clouds with consistent colors of BIM models have 

comparable effects. However, the RealSPC has shown the best performance in mIoU, OA7 and OA 

metrics all, indicating that segmentation networks are sensitive to the color features, and more 

realistic colors can significantly enhance the model performance. 

Furthermore, in theory, the capability of three networks to extract features is progressively 
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enhanced, causing the model performance improving progressively. The performance of S3DIS and 

RealSPC both substantiate this opinion. However, similar conclusions cannot be drawn from the 

remaining three synthetic datasets with consistent colors of BIM, and even the performance of 

UniSPC shows an opposite trend. This finding also illustrates that color plays a crucial role in both 

the local and global features of point clouds. Incorrect colors can lead the model to aggregate wrong 

features, which in turn results in a decline in the segmentation performance. 

Notably, if we use OA7 to evaluate the accuracy for the seven classes without clutter, as shown 

in the right of Fig. 7, our RealSPC achieves performance close to S3DIS training set, with gaps of 

5.4 %, 0.5 %, and 2.3 %, respectively. This suggests that these seven class points of our RealSPC 

exhibit features similar to those of real point clouds. This finding confirms the effectiveness of our 

synthetic data and generation method again, which successfully simulates the real scanned point 

clouds. However, for the same metric OA7, UniSPC with consistent colors has poor performance, 

highlighting the significant role of color in model training. Furthermore, this result also indicates 

the generalization capability of models for segmenting different scenes with similar components. 

The seven types of points are all common architectural components in built environment. Although 

the BIM model used in this study is a building in our university, which differs from the real buildings 

of S3DIS, the synthetic point clouds finally still demonstrate a similar ability in predicting these 

seven classes. 

Table 5 

Model performance on five homogenous training sets (%) 

Source Training set 
PointNet PointNet++ DGCNN 

mIoU OA OA7 mIoU OA OA7 mIoU OA OA7 

Real S3DIS 38.1 73.5 77.2 43.3 77.4 77.4 44.3 79.5 83.2 

BIMSyn 
FS-PtC 14.7 31.3 24.3 10.2 30.8 11.9 17.8 36.4 33.3 

IS-PtC 21.3 48.7 41.4 13.6 36.0 20.6 20.5 46.2 46.1 

Ours 
UniSPC 17.3 35.5 47.5 14.9 31.5 42.3 11.7 31.4 40.5 

RealSPC 25.5 53.5 71.8 26.7 57.2 76.9 26.4 62.6 80.9 

 

 

Fig. 7. Results of homogenous experiment. Left) RealSPC wins the best mIoU and OA among four 

types of synthetic datasets. Right) RealSPC achieves comparable OA7 with S3DIS. 

mIoU OA OA7

Four types of synthetic datasets S3DIS and our synthetic datasets
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4.3.2 Augmented training experiment 

Experiments in 4.3.1 prove that our synthetic datasets are effective. However, synthetic data 

cannot replace real data entirely to achieve a comparable performance. Therefore, in this set of 

experiments, the purely synthetic datasets are augmented with smaller amounts of real data, forming 

a series of mixed training sets to train models. Two augmented training sets are constructed with 

synthetic and real point clouds at a ratio of 3:1. Actually, this also meets the assumption that real 

point clouds are usually difficult to obtain, while theoretically, synthetic point clouds can be 

infinitely generated from BIM. For comparison, two real training sets with different sizes are also 

used for experiments to validate the effectiveness of our synthetic data. Four training sets are shown 

as below. 

(1) 44 S3DIS; 

(2) 11 S3DIS; 

(3) 11 S3DIS & 33 UniSPC; 

(4) 11 S3DIS & 33 RealSPC. 

In the last three groups of training sets, the 11 real point clouds are the same, and randomly 

selected from Area 1 of S3DIS. The synthetic point clouds are also randomly selected from their 

respective datasets. The training and testing methods are the same as those introduced in Section 

4.2. 

The evaluation metrics for the four experiments are calculated and shown in Table 6. Regarding 

overall performance, although the augmented training sets don’t achieve the comparable 

performance as real dataset S3DIS (44), they all surpass the small size dataset S3DIS (11). Taking 

the mIoU metric as an example, the augmented training sets outperform S3DIS (11) by 3.5 %, 4.3 %, 

and 3.0 %, respectively. On the one hand, this demonstrates the value of synthetic data for enhancing 

segmentation performance when adding into a small size of real dataset. On the other hand, this 

finding also further validates the effectiveness of synthetic point clouds. Furthermore, in terms of 

OA7, as shown in Fig. 8, the performance of augmented training using RealSPC is 1.4 %, 9.8 %, 

and 3.2 % higher than that of using UniSPC, respectively. This indicates that when considering the 

common semantic classes, RealSPC is better than UniSPC, which means that real-colored point 

clouds have more realistic features than unicolored ones. This undoubtedly reaffirms that color is 

an important factor affecting model performance. 

Table 6 

Model performance of augmented training experiments (%) 

Training set 
PointNet PointNet++ DGCNN 

mIoU OA OA7 mIoU OA OA7 mIoU OA OA7 

S3DIS (44) 38.1 73.5 77.2 43.3 77.4 77.4 44.3 79.5 83.2 

S3DIS (11) 31.6 67.3 74.6 33.0 65.8 64.5 30.6 68.2 67.7 

S3DIS & UniSPC 32.9 69.2 73.9 35.0 69.1 66.0 33.6 70.6 70.0 

S3DIS & RealSPC 35.1 69.0 75.3 37.3 71.4 75.2 33.2 64.9 73.2 
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Fig. 8. Results of augmented experiment. Adding RealSPC can improve OA7 perfomance of models. 

 

4.4 Experiment 2: Effect of SPC proportion on segmentation performance 

Experiment 1 demonstrates that SPC color is a significant factor for model training, and 

RealSPC exhibits a superior effect than UniSPC. Therefore, in mixing experiments, only the impact 

of different mixing proportions of RealSPC and S3DIS on the segmentation performance is 

considered. In this study, the mixing proportion is designated as the proportion of synthetic point 

clouds within the entire training set (the ratio of the number of scenes). In order to gain a more 

comprehensive result, the mixing proportions of training sets is an arithmetic sequence with a 

common difference of 5 %, resulting in a total of 21 training sets ranging from 0 to 100 %. 0 % 

proportion signifies that the training set is entirely composed of S3DIS data, whereas 100 % 

proportion indicates that the training set is entirely composed of RealSPC. The specific quantities 

of synthetic and real data in each training set are shown in Fig. 9. Since the total scene number 44 

is not a multiple of 20, the specific quantities of point clouds do not constitute a strict arithmetic 

sequence. Notably, in order to further validate and quantify the value of synthetic data in mixing 

training, a series of benchmark experiments is conducted in this work. This series of experiments 

removes the synthetic data from the aforementioned 21 groups of training sets, retaining only the 

real data from S3DIS. The number of remaining point clouds in training sets is the lower part of Fig. 

9. Given that the mixing proportions of 0 % and 100 % just contain homogeneous data, the 

benchmark experiments for these two groups can be omitted. Ultimately, a total of 21 mixing 

training sets and 19 benchmark training sets are constructed for the subsequent assessment of 

segmentation performance. It should be noted that the benchmark experiments are essential in this 

experiment. This has been elaborately discussed in Section 3.3.1, and the forthcoming results 

substantiate the significance of benchmark experiments once again. Meanwhile, given the stochastic 

nature of our random sampling, we train and test each proportion of each model using 3 times of 

random sampled scenes, and finally take the average metrics as the model performance, to obtain 

robustness conclusions in different sampled scenes. 
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Fig. 9. Distribution of point clouds in training sets under different SPC proportions.  

 

4.4.1 Overall segmentation performance 

Fig. 10 presents the segmentation performance achieved by the 40 groups of training sets on 

three models. Red lines and blue dashed lines represent the performance of mixing training and the 

benchmark experiments, respectively. And the bar graph shows the performance deviation between 

two sets of experiments, where the red bar (positive value) above x-axis indicates better performance 

of mixing training experiment, while the blue bar (negative value) under x-axis indicates better 

performance of benchmark experiment. Considering the overall evaluation metrics, when the 

mixing proportion is less than 70 %, the performance of the mixing training is comparable to that 

of the benchmark experiments, all maintaining performance without significant degradation as the 

mixing proportion increases. However, when the mixing proportion exceeds 70 %, due to significant 

reduction in the size of training sets, the performance of the benchmark experiments begins to 

decline sharply. For instance, in terms of mIoU, compared to mixing proportion of 70 %, the 

performance of the benchmark experiment with a 90 % mixing proportion drops by 9.48 %, 10.42 %, 

and 11.34 %. In contrast, the performance of the mixing training exhibits a smaller decrease when 

the mixing proportion increases. Similarly, when the mixing proportion increases from 70 % to 90 %, 

the mIoU decreases by only 1.07 %, 2.36 %, and 7.13 % in mixing training, respectively. As shown 

in Fig. 10, within the 75 % to 95 % mixing proportion range, all mIoU deviations are positive, 

indicating that a mixed dataset can achieve better performance than a homogeneous dataset without 

synthetic point clouds across the three models at higher mixing proportions. 

To further quantify the improvement. When the mixing proportion exceeds 70 %, the average 

improvement of mixing training experiments in evaluation metrics is calculated and shown in Table 

7. The results show that, compared with benchmark experiments, the mIoU, OA and OA7 of mixing 

training are all significantly improved. Especially for the OA7, the improvement achieves 5.88 %, 

11.45 % and 14.31 % in the three models, respectively. As the network of models becomes more 

complex, the improvement in the OA7 metric increases. This implies that synthetic point clouds 

have a better effect on complex models. Generally speaking, the more complex the network, the 

stronger its ability to extract features, and the more severe the performance reduction when the 

training set size is decreased. Therefore, the addition of synthetic point clouds can effectively 
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improve segmentation performance when the mixing proportion is high and the model is complex. 

Table 7 

Average improvement of mixing training compared to benchmark in high mixing proportion (%) 

 PointNet PointNet++ DGCNN 

mIoU 2.87 4.38 2.85 

OA 2.21 5.80 3.81 

OA7 5.88 11.45 14.31 

* High mixing proportion indicates proportions exceed 70 % 

 

Furthermore, taking a conference room point cloud as a test case, the segmentation results of 

three models with the proportion of 80 % are visualized in Fig. 11. In the error maps (small figures 

in upper right corner), gray points indicate correct predictions, while red points indicate incorrect 

predictions. The segmentation results of mixing training are better than those of benchmark 

experiments, with improvement in OA performance of 2.4 %, 9.0 %, and 10.1 %, respectively. This 

demonstrates when the mixing proportion is high, the value of synthetic data addition is obvious 

and significant. 

The above results indicate that for the mixing dataset of RealSPC and S3DIS, mixing training 

has a negligible impact on performance when the mixing proportion is lower than 70 %. However, 

when the mixing proportion exceeds 70 %, and most real data is replaced by synthetic one, the 

performance of the mixing training remains relatively stable and shows a significant improvement 

over the benchmark experiments. Here, we have ample reasons to believe that the benchmark 

experiments without synthetic point clouds are necessary. Because when the mixing proportion is 

low, even if synthetic data are removed from the mixed training set, it has no impact on performance, 

making it difficult to prove the effectiveness of synthetic data. In such cases, the change of model 

performance in different proportions can be attributed to the change of the scale of real data in the 

training set but does not indicate the impact of synthetic data. Therefore, the benchmark experiments 

are necessary for proving the value of synthetic data. In most studies, such benchmark experiments 

are lacking, making the results one-sided and lacking persuasiveness. 
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Fig. 10. Comparison of mixing proportion experiments between mIoU, OA, OA7 metrics on PointNet, PointNet++, DGCNN models. 
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Fig. 11. Segmentation visualization under 80 % mixing proportion. Addition of synthetic data 

obviously improves segmentation effect. 

 

4.4.2 Segmentation performance on each class 

For further analysis, the accuracy (Acc) deviations in performance of each class between 

mixing training and benchmark experiment are calculated. And the average Acc deviations (mixing 

proportions from 5 % to 95 %) are shown in Table 8. This result reveals that the addition of synthetic 

point clouds has disparate effects on performance across different classes. Notably, the floor class 

demonstrates the most significant enhancement in all three models, with improvements of 7.9 %, 

13.6 %, and 15.5 %, respectively. Meanwhile, the Acc of window, wall and column are also 

improved overall, although the improvement is not significant on certain models. Furthermore, the 

impact of adding synthetic data on beam class accuracy is unclear, showing minor effect on 

PointNet++ and DGCNN, but substantial enhancement on PointNet. However, as expected, obvious 

negative effects of door and clutter can be found in the result. The former is because the door is 

open in S3DIS but closed in BIM models, resulting in a gap between real data and synthetic data. 

While the latter is because there are no clutter points in the synthetic data. 
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Table 8 

Impact of adding synthetic point clouds on the accuracy of different classes 

 ceiling floor door window wall beam column clutter 

PointNet −3.8 +7.9 −2.1 +0.9 +6.3 +7.6 +0.5 −6.0 

PointNet++ −1.0 +13.6 −6.1 +10.5 +5.5 −0.6 +3.0 −8.1 

DGCNN −1.2 +15.5 −7.3 +8.2 +6.3 +1.6 +4.4 −12.0 

* Average accuracy deviations when mixing proportions vary from 5 % to 95 %. Positive values indicate 

adding synthetic data improve the performance of models, while negative values indicate the opposite. 

 

Specifically, Fig. 12 shows the Acc variation trend of each class in mixing training experiments. 

Notably, clutter class is not considered in this part since clutter points are not included in the 

synthetic data and have no value for discussion. As shown by the three solid lines in Fig. 12, when 

the mixing proportion increases, the Acc performance of ceiling, floor and wall classes remain at a 

high level. This indicates that although real data is constantly replaced by synthetic data, the 

segmentation ability of these three classes has not decreased, and the Acc performance remains 

around 80 %, even if only synthetic point clouds are available in the training set (100 % mixing 

proportion). However, the segmentation performance of other four classes points is not ideal. On 

the one hand, all three models have limited segmentation ability for these classes. On the other hand, 

the increase of the mixing proportion cannot guarantee the stable performance of Acc, especially 

when the mixing proportion is high, the performance often decreases. The above findings indicate 

that as for those large and flat elements such as walls, ceilings, and floors, synthetic data can replace 

real data to achieve comparable performance. But the remaining elements (usually small and 

complex), such as doors, windows, beams, and columns, vary greatly in different buildings. So, 

there are distinct gaps between the synthetic and real data, making it difficult to reach a consistent 

agreement in model performance. This is an important finding that can guide us to regenerate 

synthetic point clouds and reconstruct mixed datasets, for reducing the size of real data while 

ensuring the performance of models. 

 
Fig. 12. Class accuracy of mixing training under different proportions. Accuracy of large and flat 

elements maintains at a high level. 
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5 Discussion and limitation 

This paper proposes a BIM-based method for synthetic point cloud generation. And on this 

basis, two types of synthetic datasets with different colors are generated. UniSPC is directly assigned 

consistent colors from BIM models, while RealSPC is colored through registration with real scanned 

point clouds. Then two sets of experiments reveal fundamental understandings of the effect of 

synthetic color and mixing proportion on model performance. Based on the results of experiments, 

some insights and limitations are discussed as follows. 

 

5.1 Synthetic color 

Ideally, there should be no discrepancy between the synthetic data and real data, but no existing 

synthetic data can meet this requirement [41]. This problem also exists in synthetic point clouds, 

especially in the difficulty of color simulating. The experiments in section 4.3 demonstrate that the 

color of synthetic point clouds is a critical factor in the performance of segmentation models. If just 

considering the overall accuracy of seven classes without clutter class (OA7), the homogeneous 

training set of RealSPC shows comparable performance to the real training set. This finding 

indicates that our synthetic point clouds with real color have a similar feature with real data. 

However, there is a problem: the acquisition of real scanned point clouds as same as BIM model is 

still a challenging. On the one hand, there is a gap between BIM models and real buildings. For 

example, small components such as fire hydrants, elevators, and furniture are not modeled in BIM, 

but they exist in the real world. On the other hand, scanning the real buildings is a time-consuming 

and high-cost task. So, it is still difficult to obtain a large number of synthetic point clouds with real 

colors through our method. Considering these problems, a method to color synthetic point clouds 

with a more realistic texture is necessary. But the real colors are influenced by ambient lights or 

surrounding environments, especially for components such as windows and high reflectivity 

surfaces. In theory, 3D ray tracing can have a better restoration of real colors, but the rendering 

process is time-consuming and inefficient. To overcome this issue, transfer learning or 

reconstruction from 2D images may be effective. The simulation of colors will be a future work to 

obtain high-quality synthetic point clouds. 

 

5.2 Mixing proportion 

As expected, mixing proportion is also an important factor for the segmentation performance. 

In our findings, when the proportion of synthetic data is low, the real data dominates in the training 

set. The addition of synthetic data has a negligible impact on the model performance. But while the 

situation reverses, the size of real data is limited, resulting in poor performance of only real training 

sets. At this point, the addition of synthetic data can improve the performance. In our experiments, 

when the mixing proportion of synthetic data is over 70 %, the improvement becomes significant. 

Although these findings are obtained on our datasets and S3DIS, of which the threshold of mixing 

proportion may differentiate across datasets, it can be foreseen that a high proportion of synthetic 
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data usually leads to better performance. That means even if there is only a small amount of real 

data, by generating enough amount of synthetic data, the mixing training can achieve a better model 

performance. Or to put it another way, the size of the dataset is relative to the complexity of the 

model. In the future, if the network structure of deep learning becomes more and more complex and 

the volume of trainable parameters becomes larger and larger, the demand of data in model training 

will also increase. The value of synthetic data will become more prominent. Although high-quality 

real 3D data is still very scarce, the addition of massive synthetic data holds the promise of achieving 

superior performance that surpasses the capabilities inherent in real datasets. 

 

5.3 Dataset creation 

In this paper, the segmentation performance of different classes is various. Some synthetic 

points of large and flat elements achieve comparable performance with that of real data. Without a 

doubt, this finding will help us regenerate synthetic point clouds and reconstruct mixed dataset, for 

achieving a better segmentation performance. For instance, the synthetic points of floors, ceilings, 

and walls show a similar feature to that of real data, which can replace real data without 

compromising model performance. This implies that the data collection frequency of these 

components can be reduced in real data acquisition. And use synthetic point clouds containing a 

large number of these components to compensate for their absence. Conversely, for the remaining 

classes, synthetic point clouds cannot accurately represent the features as same as those in real data, 

requiring more frequent data collection. In theory, we can leverage the advantages of both real data 

and synthetic data to form a more effective mixed dataset, such as a dataset with synthetic walls, 

floors, ceilings and real doors, windows etc. Even if we only collect and annotate a small number 

of real points, mixed datasets can achieve a similar performance as large-scale real datasets. In 

addition, synthetic point clouds with similar features to real ones provide us with the possibility of 

training a large and universal 3D segmentation model. As shown in Human3D study of Takmaz et 

al. [42], pre-training followed by fine-tuning was been demonstrated to improve the performance 

and generalization of point cloud segmentation of humans. If the synthetic dataset is large enough, 

pre-training on a large size of synthetic data and fine-tuning on a small size of real data may inspire 

greater potential for the 3D segmentation model. 

 

6. Conclusion 

Training semantic segmentation models for point clouds requires a large amount of high-

quality data, and synthetic point clouds (SPCs) is an important technique to alleviate the data scarcity. 

However, how the color and mixing proportion of synthetic point clouds impact the performance of 

trained segmentation models remains a long-standing question, which, has not been systematically 

investigated before. Therefore, this paper unveils the performance-improving mechanism of color 

and mixing proportion of SPC on semantic segmentation with extensive experiments. We first 

proposed a method for synthetic point cloud generation based on BIM. Considering the range of the 



28 

 

scanner, our method can automatically select the scanner stations to simulate the real scanning 

process. On this basis, we constructed two synthetic datasets: UniSPC (with consistent color from 

BIM models) and RealSPC (with real color from scanned point clouds). Together with the S3DIS 

dataset, comprehensive experiments on PointNet, PointNet++ and DGCNN models were conducted 

to investigate the impact of synthetic color and mixing proportion on segmentation performance. 

And in this work, a series of benchmark experiments and an evaluation metric (OA7) were proposed 

for reliable results. First, in homogenous experiments, our RealSPC achieved a comparable 

segmentation performance on OA7 to that of real data from S3DIS, while also showed improvement 

of 8.2 % + in mIoU and 18.0 % + in OA over UniSPC, respectively. Second, in augmented training 

experiments, the augmented training sets outperformed the real training sets without synthetic data 

by 3.5 %, 4.3 %, and 3.0 % on mIoU metric, respectively. Third, in the experiments of mixing 

proportions, when the mixing proportion was lower than 70 %, there was a negligible impact of 

synthetic point clouds on performance compared to the benchmark. However, when the mixing 

proportion exceeded 70 %, the mixing training achieved average improvements of 5.9 %, 11.5 % 

and 14.3 % in OA7 for the three models, respectively. Furthermore, the segmentation accuracy of 

different classes showed different patterns, in which synthetic points of large and flat elements, such 

as floors, walls and ceilings, achieved similar performance with the real points, while others were 

ambiguous or weaken. These key findings can be summarized as follow: (1) the synthetic point 

clouds generated by this study is effective; (2) synthetic color is a critical factor on the segmentation 

performance, and real color is better than consistent color of BIM models; (3) mixing proportion is 

also important for model training, showing when the real data is limited and the mixing proportion 

is high, the addition of synthetic data can significantly improve the segmentation performance; (4) 

for large and flat elements in built environment, synthetic data can even replace real ones without 

compromising model performance. 

This paper provides a feasible method to generate synthetic point clouds, which can alleviate 

the shortage of 3D data on some degrees. The roles of synthetic colors and mixing proportions are 

investigated by a series of comprehensive experiments. Furthermore, the value of synthetic point 

clouds is quantified. The underlying performance-improving mechanism of these two factors on 

semantic segmentation are revealed in this paper, which contributes to the body of knowledge and 

application of synthetic point clouds. Especially for the field of building and construction, the 

proposed synthetic point clouds generation method can improve the performance of classical 

segmentation task and provide possibilities for more engineering applications. 

Further research is required to expand the classes of synthetic point clouds and construct a 

large size of synthetic dataset for fully exploring the value of our synthetic data. More real datasets 

will be used for evaluation to obtain more general conclusions and guide 3D perception tasks in 

more and larger scenes. Meanwhile, more advanced semantic segmentation models will be 

considered to investigate the potential of synthetic point clouds under different network 

architectures (the latest results can be found in https://github.com/smartaec/Synthetic-Point-Clouds-

https://github.com/smartaec/Synthetic-Point-Clouds-for-semantic-segmentation
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for-semantic-segmentation). Furthermore, some potential training methods will also be explored in 

the future, such as strategy that pre-train in synthetic dataset and fine-tune in real dataset, for fully 

utilizing the value of synthetic point clouds. 
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DGCNN, mixing experiment, 5% 

 
PointNet, benchmark, 5% 

 
PointNet++, benchmarkt, 5% 

 
DGCNN, benchmark, 5% 

Fig. A Loss curves and mIoU curves: all models are sufficiently trained 


