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摘要：室内巡检是贯穿建筑全生命周期的关键环节，而图像三维重建为其数字化提供了低成

本、高灵活性的解决方案。多视图几何重建算法因其高效稳定的优势被广泛应用，但在室内

环境下的重建效率和精度仍不明确。因此，本文采用开源工具 COLMAP，选取 7 个典型场景

并基于巡检视频开展三维重建实验，以揭示图像数量、重叠程度等因素对重建效率和精度的

影响规律。结果表明：1）重建时间与图像数量的 1.15 次幂呈正比；2）重建效率随图像重

叠程度先增后减，存在最佳的重叠程度；3）消费级相机的重建几何精度为厘米级，同一场

景误差受重建密度影响小，不同场景的平均绝对（相对）误差小于 3 cm（4 %）。研究揭示了

室内场景图像三维重建效率与精度的一般规律，为更高效的室内巡检影像采集与应用指明了

方向。 

关键词：室内巡检；巡检机器人；三维重建；COLMAP；重建精度；重建效率 

中图分类号：TU181 

Evaluation of Efficiency and Accuracy for COLMAP-

based 3D Reconstruction through Inspection Videos 

Lin Jiarui1,2, Zhou Shaojie1,2,#, Wang Yuping3,#, Zeng Shenxiang1, Yi Zijun1, Pan 

Peng1,2,* 

（1. Department of Civil Engineering, Tsinghua University, Beijing 100084, China;  

2. Key Laboratory of Digital Construction and Twinning, Ministry of Housing and Urban-Rural 

Development, Beijing 100084, China;  

3. State Grid Beijing Electric Power Company, Beijing 100031, China） 

Abstract: Indoor inspection is a crucial process throughout the entire lifecycle of a building, while 

image-based 3D reconstruction provides a cost-effective and highly flexible solution for its 

digitization. Multi-view geometric reconstruction algorithm is widely adopted due to its 

productivity and stability, yet its reconstruction efficiency and accuracy in indoor environments 

remain unclear. Therefore, this study employs the open-source tool COLMAP, conducting 3D 

reconstruction experiments on seven typical scenarios using inspection videos to reveal the impact 

of factors such as image quantity and overlap ratio on reconstruction efficiency and accuracy. 

Results indicate that: 1) Relationship between reconstruction time and the number of images follows 

a power law with an exponent of 1.15; 2) Reconstruction efficiency first increases and then 

decreases as the image overlap ratio grows, suggesting an optimal overlap ratio; 3) Geometric 

accuracy of reconstruction using consumer-grade cameras reaches centimeter-level precision, with 
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scene-specific errors minimally affected by reconstruction density, and the mean absolute (relative) 

error across different scenes is below 3 cm (4%). The study reveals the general rules of efficiency 

and accuracy for 3D reconstruction of indoor scenes, offering guidance for optimizing image 

acquisition and application in indoor inspection workflows. 

Key words: indoor inspection; inspection robotics; 3D reconstruction; COLMAP; reconstruction 

accuracy; reconstruction efficiency 

在建筑工程全生命周期管理中，室内巡检作为质量安全控制的关键环节，其数字化升级

对预防结构隐患、提升运维效率具有重要价值。研究报告[1]表明，中国智能巡检机器人行业

呈现出蓬勃发展的趋势，市场规模快速增长，行业前景广阔。近年来，室内巡检机器人应用

也出现了显著的增长，并且提升了巡检的效率、安全性和便利性[2]，是建筑业转型的重要举

措[3]。三维环境感知是计算机理解物理空间的基础，为建筑语义理解[4]和进度跟踪等巡检任

务[5]提供技术支撑。其中，三维重建的效率和精度对路径导航[6]、远程遥控[7]、物体识别[8]等

机器人巡检任务具有重要意义。常见的三维重建手段包括依赖结构光、激光雷达等设备的主

动式重建和依赖多视角立体视觉的被动式重建[9]。尽管前者往往具有较高的精度，但其硬件

成本高、部署灵活性差，难以满足轻量化巡检需求[10]。相比之下，图像三维重建技术只需要

消费级相机即可实现场景的重建[11]，在成本与灵活性上具有显著优势，为基于图像的室内巡

检带来了新的契机。 

图像三维重建旨在通过二维图像恢复场景的三维几何结构。传统几何重建的方法基于运

动结构恢复（SfM）和多视图立体几何（MVS）进行相机位姿的解算和稠密重建，依赖多视

几何约束，算法可解释性高，具有几何一致性、高效性和鲁棒性，在植物学[12]、遥感测绘[13]、

市政工程[14]等领域都有广泛的验证。而COLMAP[15]作为常用的开源多视图重建工具，集成

了上述算法，支持从图像到完整三维模型“一键式”生成，在文化遗产数字化[16]、无人机测

绘[17]等领域都有所应用。但在建筑领域，传统重建算法更多关注室内场景纹理丢失等真实感

问题[18]，但鲜有三维重建效率和精度的相关研究，致使难以评估相关技术在室内巡检场景中

的适用性及有效性。 

因此，本文以 COLMAP 开源框架为重建工具，深入研究和评估了室内场景中图像三维

重建算法的效率与精度。研究选取了学校、住宅建筑中常见的室内场景，基于智能手机（消

费级相机）按指定方式采集巡检视频数据，抽帧采样以构建不同参数的图像数据集。在此基

础上提出有效图像比例、重建时间函数、重建速率、图像利用率、重建误差等指标，从时间、

效率和精度等角度揭示了图像三维重建的一般规律，并进一步探讨了基于 COLMAP 图像三

维重建在室内巡检任务中的应用前景。 

批注 [Author1]: 引言中背景介绍较多，三维重建内容较

少。建议作者增加基于 COLMAP 的相关工作研究介绍，

以更好的说明研究基于 COLMAP 三维重建的重要性。 

1.强调三维重建在室内巡检的重要性；2. 与传统方法显

著差异。 
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1  传统图像三维重建方法与影响因素 

1.1  COLMAP 三维重建原理 

如图 1 所示，作为一款功能强大的图像三维重建开源工具，COLMAP 集成了从 SfM 到

MVS 的完整重建流程，包括特征提取与匹配、稀疏重建和稠密重建等关键步骤。 

1、特征提取与匹配：COLMAP 首先对输入的 𝑛 张图像进行特征提取，常用的算法如

SIFT（Scale-Invariant Feature Transform）等，能够检测出图像中存在颜色变化的轮廓和角点

像素作为关键点，也称为特征点，并生成对应的特征描述符。随后，通过比较特征描述符间

的相似程度可以匹配不同图像中的相同特征点。 

2、稀疏重建：COLMAP 将从成功匹配的图像开始，根据不同图像之间相同特征点的约

束条件构建方程组，基于三角测量（Triangulation）等原理计算出特征点的深度信息和对应

的相机参数，所有特征点在三维空间的映射构成了稀疏的点云模型，即实现了稀疏重建。这

一步骤通常从一个初始的图像对开始，通过逐步添加更多的图像进行增量式重建，并利用优

化算法（如 Bundle Adjustment）来最小化重投影误差。为了进一步提高重建的精度，COLMAP

还会进行全局优化，包括全局约束调整（Global Bundle Adjustment）和全局位姿图优化（Global 

Pose Graph Optimization），以确保所有图像的相机参数和三维点云具有一致性。需要注意的

是，只有特征点被成功匹配和相机参数成功解算的 𝑛0 张有效图像才能进入稀疏重建环节。 

3、稠密重建：仅仅只有特征点深度信息的点云是稀疏的，COLMAP 将通过 MVS 算法

逐像素估计深度并融合生成稠密点云。这一步骤通常基于光度一致性（Photometric）与几何

一致性（Geometric）联合优化图像的深度和法向信息，以生成高分辨率的深度图。通俗来说，

光度一致性要求同一空间点在不同角度的图像上有着相似的局部像素分布；几何一致性则要

求不同图像上的对应点应满足极线约束（Epipolar Constraint）。这些信息为图像上非特征点

的其余像素提供了深度约束，能够从中还原与求解更加丰富的三维信息。最终，不同视角图

像的深度信息被投影融合到统一的全局坐标系下，就获得了稠密的点云模型。 
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图 1 基于 COLMAP 的三维重建流程 

Fig. 1 COLMAP-based 3D reconstruction process 

1.2  图像三维重建影响因素分析 

图像作为 COLMAP 重建的原始数据，拍摄质量与图像数量将直接影响重建效果。

COLMAP 重建原理表明，特征提取与匹配作为重建的第一步，只有成功匹配的 𝑛0 张图像

才对重建结果有贡献，并显著影响重建的耗时、效率和重建点云的稠密程度。因此，这意味

着图像数据的采集需要满足两个要求：1）确保图像具有易于辨识的特征点，即清晰的成像

效果和丰富的纹理信息；2）图像之间有一定重叠，保证不同视角的特征点能够成功匹配。

这两条基本原则给图像的拍摄提出了要求：一方面需要尽量避免动态模糊带来的干扰，如手

持拍摄抖动或快速移动可能导致图像模糊和特征点提取失败；另一方面需要保持拍摄时具有

一致的光照条件，成像设备采用相同的曝光、ISO 等参数，避免亮度突变导致误匹配率上升。 

综上所述，拍摄方式、总图像数量 𝑛、有效图像数量 𝑛0 和图像重叠程度等参数都会影

响重建的时间和效果。因此，本研究将围绕这些影响因素进行图像数据集的采集和重建效率、

精度评估方法的构建。 

2  基于巡检视频的图像三维重建与评估方法 

2.1  巡检视频的采集与重建 

 

图 2 基于巡检视频的图像三维重建与评估流程 

Fig. 2 Evaluation process for image-based 3D reconstruction from inspection videos  

图 2 展示了本研究完整的技术路线。为了评估和量化室内场景中 COLMAP 三维重建的

效率和精度，首先需要对典型室内场景进行图像数据的采集。为了保证图像之间有所重叠，

并覆盖完整的室内场景，本研究采用连续拍摄的巡检视频进行均匀间隔的抽帧以模拟完整的

图像采集过程。通过控制不同的抽帧间隔 𝑆（即两张相邻图像之间相隔的帧数），能够获得
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不同重叠程度和数量的连续图像数据集。这些数据集在相同的计算环境下使用 COLMAP 进

行重建，以探究图像数量和重叠程度等因素对重建效率和精度的影响。 

为了确保重建的成功率和不同室内场景重建效果的可比性，遵循图像三维重建基本原则，

本研究规定了统一的巡检视频拍摄方式和相机参数。如图 3 所示，从室内场景的一角开始，

距离墙面或障碍物 2-3m，使用成像设备进行同一方向往复的“S”形拍摄，并遍历室内场景

的六个面。同时，需要控制拍摄的平稳度和速度。不稳定或者过快会产生模糊的图像帧；过

慢的拍摄速度会增加视频数据的信息冗余。在本研究中，相机移动速度约为 0.5 m/s，旋转

速度约为 16 °/s，一个不超过 20 m2 的室内场景大约需要拍摄 3 min 以内的巡检视频。同时

在数据采集的过程中，保证视频的分辨率、帧率，相机的 ISO、曝光，环境的光照条件、布

置等保持不变。经过测试，这样的拍摄方式能够较大程度保证重建的成功率，获得较完整的

场景。 

 

图 3 巡检视频采集方式 

Fig. 3 Collection method of inspection videos 

2.2  重建效率与精度的评估方法 

效率与精度是评估图像三维重建性能的关键。在实际应用中，点云的重建时间、稠密性

以及几何信息的准确性都是研究的重点。因此，本节围绕这三项目标，构建图像三维重建效

率与精度的综合评估方法。 

2.2.1  有效图像比例 

成功重建是讨论效率和精度的前提。COLMAP 的重建原理表明，当抽帧间隔 𝑆 增大时，

总图像数量显著减少，相邻图像间的重叠程度降低，导致图像间特征匹配效果变差，即有效

匹配的图像数量减少，影响重建场景的完整性，甚至无法重建。因此，有效图像数量 𝑛0 与

总图像数量 𝑛 的比值是量化是否成功重建的关键参数，定义为有效图像比例 𝐸，即 

𝐸 =
𝑛0

𝑛
                              （1） 

该值从侧面上反映了图像间的重叠程度和匹配效果，对于相同规模的图像数据集，𝐸 越

大，则数据集质量越高，重建完整性越好；反之当 𝐸 较小时，重建不完整，视为重建失败。 

2.2.2  重建时间函数 

COLMAP 的重建时间与图像数量密切相关。直观来看，当图像数量越多，重建时间越

长。但这一数量规律并非简单的可推导关系，重建过程涉及不同参数（如每张图像的特征点

墙面

地面

拍摄路径

批注 [Author2]: 请增加说明，如何控制拍摄平稳和稳定的

移动速度。 

批注 [Author3]: 室内黑暗区域是否引入一些图像处理操

作。 

批注 [Author4]: 这三个评价指标是作者自行定义的还是有

相关行业规定，或是来自于相关研究的经验？ 
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数、特征匹配情况等）的影响，计算复杂且难以估计。忽略次要因素，影响重建时间 𝑡 最

主要的变量是总图像数量和有效图像数量，因此在本研究中通过拟合 𝑡  与 𝑛  和 𝑛0  的函

数关系 T 来估计重建时间，即 

𝑡 = T(𝑛, 𝑛0)                            （2） 

2.2.3  重建速率与图像利用率 

为了在有限的时间内获得尽可能稠密的点云，定义重建速率 𝑣 为单位时间内生成点云

的数量，作为重建效率的重要指标之一，即 

𝑣 = N/t                              （3） 

式中 𝑁 为重建点云中点的数量。𝑣 越大，表明重建的时间利用率越高，重建的效益也越高。 

类似地，为了使尽可能少的图像获得尽可能稠密的点云，定义图像利用率 𝑢 为平均每

张图像生成的点云数量，即 

𝑢 = N/n0                             （4） 

式中分母为有效图像数量 𝑛0，因为只有有效匹配的图像才真正被用于稠密重建。𝑢  越大，

表明图像的价值越高，数据集的质量也越高，信息冗余越少。 

2.2.4  重建几何精度 

重建几何精度反映了重建点云与真实场景的尺寸误差。值得注意的是，COLMAP 重建

过程仅仅利用了图像的 RGB 信息，缺乏尺度信息，这使得重建点云与真实尺寸之间存在一

个比例差异。假设在某重建点云中，测量了 𝑘 个具有代表意义的长度值，分别为 𝑙1, 𝑙2, … , 𝑙𝑘，

对应在真实室场景中的长度值分别为 𝐿1, 𝐿2, … , 𝐿𝑘。此时，若真实尺寸与重建点云的缩放比

例为 𝑟，则重建点云的平均绝对误差 𝐴 和平均相对误差 𝜖 可以通过式（5）和（6）计算： 

𝐴 =
1

𝑘
∑ (|𝐿𝑖 − 𝑙𝑖𝑟|)𝑘

𝑖=1                         （5） 

𝜖 =
1

𝑘
∑ (|𝐿𝑖 − 𝑙𝑖𝑟|/𝐿𝑖)𝑘

𝑖=1                        （6） 

但是，真实的缩放比例 𝑟 无从得知，需要通过已知尺寸的物体对重建点云进行标定。

从测定的 𝑘 组长度对应关系中任选 𝑞 组 (1 ≤ 𝑞 ≤ 𝑘，角标记为 1~𝑞)，则可根据式（7）

计算最优的缩放比例 𝑟𝑞，代入式（5）和（6）可计算相应的误差指标，记为 𝐴𝑞 和 𝜖𝑞。 

𝑟𝑞 = arg min
𝑟

1

𝑞
∑ (|𝐿𝑖 − 𝑙𝑖𝑟|)

𝑞
𝑖=1                     （7） 

3  实验设计与结果分析 

3.1  实验设计与参数配置 

为了获得巡检视频重建效率和精度的普遍规律，本研究对 7 个不同的室内环境进行了

重建实验。7 个场景的巡检视频由 4 名研究人员使用消费级相机（智能手机）采集完成，包

括客厅、卧室、宿舍、办公室、仓库、走廊等常见的室内场景，拍摄按照 2.1 规定的方式进

行，并保证光照条件不变，统一使用 1920*1080（1080P）的分辨率进行拍摄，每秒 30 帧，

最终视频时长根据场景大小从 100s 到 180s 不等。随后，通过每 5、10、20、30、50、75、

批注 [Author5]: 重建时间 t 具体是通过计算 COLMAP 中重

建记录计算的还是根据 n 和 n0 之间的函数关系计算？如

果是函数关系请添加详细计算方法。 

批注 [Author6]: 缩放比例的计算确实需要通过前期采样得

到。请说明，缩放比例是 COLMAP 的固定内参（一次采

样计算全部通用）还是会根据不同的场景需要各自的特

定计算。此外，明确最优缩放比例是否为全局统一缩放

比例 
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100 帧的间隔对上述巡检视频进行抽帧以构建原始的图像数据集。本研究中用于三维重建的

实验环境如下：CPU 为 2 颗 Intel(R) Xeon(R) Gold 6226R CPU @ 2.90GHz，显卡为 1 张

NVIDIA GeForce RTX 3090，操作系统为 Ubuntu 18.04.6 LTS，COLMAP 为 3.8 cuda 版。此

外，重建参数按照软件默认配置，重建过程的所有输出结果保存在本地的日志文件下。 

完成重建后，对每个重建案例提取图像数量 𝑛、有效图像数量 𝑛0、重建时间 𝑡 和重建

点云中点的数量 𝑁 等关键参数，用于重建效率的计算。对于重建成功的案例，还需要对真

实场景与重建点云分别进行测距，保证每个场景有 10 对“真实尺寸-点云距离”的长度对应

关系，用于重建几何精度的计算。 

3.2  重建时间与效率分析 

3.2.1  有效图像比例与重建效果 

实验结果表明，有效图像比例能够反映图像三维重建的成功情况。如图 4 所示，以场景

<6>为例，抽帧间隔为 5、10 和 20 帧能够较好实现场景的重建，间隔 30、50 和 75 帧会导

致重建不完整，而间隔 100 帧则直接导致重建失败。经计算，这 7 个数据集对应的有效图像

比例 𝐸 分别为 99 %、95 %、83 %、31 %、31 %、28 %和 0 %，与重建场景的完整性规律

一致。在本研究中，规定有效图像比例不低于 80 %为成功重建，其余重建不完整的实验不

参与重建效率和精度的分析。在 49 个重建案例中，有 14 个案例的有效图像比例低于 80 %，

不予以考虑。并且这 14 个案例中有 9 个的抽帧间隔为 75 或 100 帧，这说明较大的抽帧间隔

会导致图像间的重叠程度较小，严重影响重建完整度和成功率。 

 

图 4 重建效果与有效图像比例的关系 

Fig. 4 Relationship between reconstruction quality and effective image proportion (𝐸) 

3.2.2  重建时间与图像数量 

由于 𝑛0 = 𝐸 ∙ 𝑛，并且在上一节中进行了 𝐸 ≥ 80% 的筛选，因此 𝑛 与 𝑛0 之间存在

高度相关性。图 5 绘制了 𝑛 − 𝑛0 的散点分布和线性拟合结果，其中 𝑛 与 𝑛0 的皮尔逊相

关系数 𝜌𝑛,𝑛0
= 0.998，显著性水平 P = 9.14 × 10−42 < 0.05，可以推断出 𝑛 与 𝑛0 高度线

性相关，在拟合重建时间函数时不需要考虑二者的耦合关系。 

考虑到有效图像数量 𝑛0 对重建结果的影响更直接，对 𝑛0 − 𝑡 进行拟合。如图 6所示，

重建时间随图像数量单调增加，且增长趋势逐渐加快，基于幂律函数拟合的结果为： 

𝑡 = 0.17𝑛0
1.15                           （9） 

其中，拟合优度 𝑅2 为 0.986。 

从图 6 可以看出，指数 1.15 是对重建时间的保守估计，当 𝑛0 较大时，𝑡 的拟合结果

批注 [Author7]: 请说明运行内存大小，这是至关重要的。 

批注 [Author8]: 建议修改为抽帧间隔 S，再一次的说明可

以更好的与图 4 对应。 

批注 [Author9]: 可以简单说明为什么使用皮尔逊相关系

数。 
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明显偏小。这是由于大部分 𝑛0 − 𝑡 的对应关系都集中在 𝑛0 较小的区域内，相应区间的权

重更大，从而影响了 𝑛0 较大时的拟合结果。可以预见的是，当图像数量继续增加，重建时

间的增长会进一步加速，这也意味图像三维重建并不适合直接利用大规模图像数据集进行三

维重建。 

 

图 5 𝑛 − 𝑛0 相关性分析 

Fig. 5 Correlation analysis of 𝑛 − 𝑛0 

 

图 6 𝑛0 − 𝑡 拟合函数 

Fig. 6 Fitting function of 𝑛0 − 𝑡 

3.2.3  重建速率、图像利用率与图像重叠程度 

选择在所有抽帧间隔上重建效果都较好的三个场景（场景<1>、<3>和<4>）进行重建速

率和图像利用率的分析。以抽帧间隔的对数值 log2 𝑆 为横坐标，图像利用率 𝑢 和重建速率 

𝑣 为纵坐标，图 7 展示了这两项指标随抽帧间隔的变化趋势。结果表明，无论是图像利用率

还是重建速率，都随抽帧间隔的增大呈现出先增大后减小的变化趋势，其峰值大多出现在 20-

30 帧范围内，并显著高于其他点。这说明了重建效率受图像重叠程度的影响大：当图像数

量少时，图像重叠程度低，特征匹配数量少，导致重建速率和图像利用率较低，甚至可能导

致重建不成功。反之，当图像数量多时，图像重叠程度大，特征匹配数量多，重建成功率高，

但造成了信息冗余，增加计算负担，显著降低了重建速率和图像利用率。 

此外，根据式（2）（3）（4）和 3.2.2 的实验结果，可得 𝑢、𝑣 与 𝑁、T 应满足式（7）： 

𝑁

𝑣
= T (

𝑁

𝑢
)                            （7） 

不难发现，由于重建时间函数 T 是单调递增的，重建速率与图像利用率在本质上是统一的，

仅仅是从不同层面反映了重建的效率。在本研究的实验条件下（相机移动速度约为 0.5 m/s，

旋转速度约为 16 °/s，视频采集为 30 帧/s），20-30 帧的抽帧间隔下对应的图像重叠程度能

够使 𝑢  和 𝑣  最大，在保证重建效果的前提下重建效率最高，最有利于图像三维重建在工

程实际中的应用。 

批注 [Author10]: 一般性结论，建议凝练。 
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图 7 重建速率与图像利用率的变化曲线 

Fig. 7 The variation curves of reconstruction velocity and image utilization efficiency 

3.2.4  重建时间、效率与图像重叠程度的制约关系 

在此基础上，计算所有场景的重建时间和重建速率，并进行无量纲化处理，以探究重建

时间、效率（速率）与图像重叠程度间更加普遍的变化规律。规定抽帧间隔为 100、75、50、

30、20、10、5 帧为 7 种等级的抽帧频率，即 7 种不同图像重叠程度，分别记为等级 1~7，

抽帧间隔越小，图像数量越多，重叠程度越高，对应的等级数字就越大。将不同场景无量纲

化后的指标进行平均，绘制重建效率和时间的变化曲线如图 8 所示。可以将图 8 分为三个区

域 A、B 和 C：A 表示图像数据集的重叠程度低，重建时间短，重建效率较高，但重建点云

较为稀疏，重建成功率不稳定，适合快速重建任务；B 是最理想的参数分区，图像重叠程度

适中，重建时间较短，重建效率最高，并且能够保证良好的重建成功率，适用于大多数重建

任务；C 则由于图像重叠程度过高，导致信息冗余浪费，重建时间急剧增加，效率急剧降低，

是最不推荐的参数选择，但适合需要稠密点云的重建任务。表 1 总结了 A、B、C 的参数选

择与各项指标的对比结果。 

 

图 8 重建效率、时间与图像重叠程度的关系 

Fig. 8 Relationship between reconstruction efficiency, time, and image overlap ratio 

表 1 分区 A、B 和 C 的参数选择与指标对比 
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Table 1 Comparison of parameters and indicators in region A, B, and C 

区域 
图像重 

叠程度 

重建 

成功率 

重建 

时间 

点云 

密度 

重建 

效率 
适用范围 

A 低 不稳定 短 稀疏 中 适合需要快速重建的任务。 

B 中 高 较短 正常 高 最佳参数选择，适用于大多数任务。 

C 高 高 长 稠密 低 不推荐，适合需要稠密点云的任务。 

3.3  重建的几何精度分析 

重建几何精度的分析将围绕以下两个方面展开：1）不同抽帧间隔（重建点云密度）对

重建几何精度的影响；2）不同室内场景下重建几何精度的一般规律。 

值得注意的是，针对每个实验案例，本研究测定了 10 对“真实尺寸-点云距离”对应关

系用于重建几何精度的分析，最理想的指标是 10 组长度关系都用于缩放比例标定的误差 

𝐴10 和 𝜖10。但不排除特殊情况下，先验的长度信息有限，如只有 1 组长度可以用于缩放比

例标定，这将导致重建误差的放大。因此规定基于 10 组长度对应关系逐一标定的计算指标

（𝐴1 和 𝜖1）的平均值 𝐴1
̅̅ ̅ 和 𝜖1̅ 为最恶劣条件下重建结果的几何精度指标。 

3.3.1  同一场景不同点云重建密度的几何精度 

以场景<4>为例，表 2 展示了在不同抽帧间隔（重建密度）下 10 组长度进行标定和 1 组

长度进行标定的重建误差，其中抽帧间隔 100 帧重建不成功，不予以考虑。使用 10 组长度

进行标定时，场景<4>的绝对误差平均值为 1.03 cm，相对误差平均值为 1.68 %；使用 1 组

长度进行标定的对应误差分别为 1.62 cm 和 2.67 %。图 9 对重建误差分布进行了可视化，可

以看出：1）使用 10 组长度进行标定的重建误差显著小于仅用 1 组长度标注的重建误差；2）

对于同一场景而言，只要重建成功，不同抽帧间隔对于重建误差的影响不明显。除了抽帧间

隔 75 帧时点云过于稀疏引起误差较大波动以外，其余误差都集中分布在平均值附近。 

表 2 同一场景不同点云密度下的重建误差 

Table 2 Reconstruction error under different point cloud densities of the same scene 

抽帧间隔

（帧） 

10 组长度标定 随机 1 组长度标定的平均 

𝑟10 𝐴10(cm) 𝜖10(%) 𝑟1̅ 𝐴1
̅̅ ̅(cm) 𝜖1̅(%) 

5 14.02 1.07 1.53 13.98 1.66 2.47 

10 12.84 0.79 1.26 12.84 1.53 2.14 

20 12.79 0.43 1.37 12.71 1.24 2.26 

30 12.42 0.98 1.70 12.39 1.37 2.48 

50 14.20 0.94 1.72 14.22 1.42 2.62 

75 13.36 1.97 2.49 13.42 2.47 4.02 

100 - - - - - - 

平均  1.03 1.68  1.62 2.67 

批注 [Author11]: 既然是精度分析，建议除了量化数值对

比分析外，添加对应的重建可视化结果分析（可以在可

视化图片上标识出差距）。 
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图 9 同一场景不同点云密度下的重建误差分布 

Fig. 9 Error distribution of 3D reconstruction under different point cloud densities of the same 

scene 

上述结果表明：图像三维重建的几何精度对重建密度不敏感。通过不同重建密度的点云

对比，能够发现图像三维重建对于纹理变化的区域具有较强的识别能力，这使得即便点云稠

密程度发生变化，物体的轮廓信息仍然能够得到有效重建，而不会对重建的几何精度造成显

著影响，这一表现与 COLMAP 中基于 SIFT 等算法进行图像特征点提取的原理高度吻合。 

3.3.2  不同场景的几何精度 

针对不同场景，选择最优重建效率对应的重建点云作为几何精度计算的研究对象，共 7

个场景。表 4 分别展示了 7 个场景的 10 组长度标定和 1 组长度标定的误差结果。从表中可

以看出，室内场景图像三维重建的几何精度为 cm 级。使用 10 组长度进行标定时，绝对误

差平均值为 1.29 cm，相对误差平均值为 2.27 %；使用 1 组长度进行标定的对应指标分别为

2.29 cm 和 3.49 %。图 10 对所有场景的重建误差分布进行了可视化，虽然 7 个实验案例的

原始巡检视频来自于不同场景、不同拍摄者和不同成像设备，但重建误差都集中分布在平均

值附近，这证明厘米级的精度结果对不同室内场景具有鲁棒性和普遍性。 

表 4 不同场景的重建误差范围 

Table 4 Error range of 3D reconstruction in different scenarios 

场景序号 
10 组长度标定 随机 1 组长度标定的平均 

𝑟10 𝐴10(cm) 𝜖10(%) 𝑟1̅ 𝐴1
̅̅ ̅(cm) 𝜖1̅(%) 

1 14.01 0.58 1.42 13.99 0.98 2.26 

2 22.82 1.62 2.57 23.22 3.64 3.51 

3 8.63 1.23 1.85 8.77 2.00 3.09 

4 12.79 0.43 1.37 12.71 1.24 2.26 

5 9.51 1.47 2.44 9.64 2.81 3.85 

6 9.93 1.68 2.90 3.92 2.33 4.23 

7 13.79 2.04 3.36 13.97 3.07 5.22 

平均  1.29 2.27  2.29 3.49 



11 
 

 

图 10 不同场景的重建误差分布 

Fig. 10 Error distribution of 3D reconstruction in different scenarios 

此外，尺寸缩放比例 𝑟10 和 𝑟1̅ 随场景波动较大，并没有呈现出明显的规律性。这一比

例差异源于 COLAMP 重建的固有问题，无法直接估计。图 10 也表明，用 10 组真实尺寸标

定可以获得更优秀和更稳定的重建误差，这启示在一定程度内提供更多先验的尺寸信息能够

减少图像三维重建中缩放比例带来的几何精度影响。 

3.3.3  图像三维重建的常见缺陷 

虽然常见物体的图像三维重建的绝对误差平均值在 3 cm 以内，但从重建点云的可视化

结果来看，室内场景中弱纹理、高重复结构和透反光材料带来的重建缺陷仍然是不可避免的

[19]。纯白墙面、天花板和地面，重复的瓷砖排布等都会影响局部区域的重建效果。图 11 展

示了本实验中常见的重建缺陷：（a）场景的墙面重建不完整，仅有插座和裂纹这些纹理特征

附近有重建的痕迹，并且窗框处受到玻璃窗的影响产生了扭曲；（b）场景中的白色瓷砖由于

缺乏纹理和重复结构导致重建不完整，只有接缝处被重建；（c）场景的墙面贴有纹理丰富的

墙纸，因此得以完整重建，但白色天花板由于缺乏纹理而重建不完整，仅有灯饰被重建；（d）

场景由于窗户透光导致外景被重建产生了大量无意义的噪点。这些缺陷都是目前基于图像的

室内场景三维重建中常见的问题与技术难点，在应用和选择标定尺寸时需要尽量避开。 

 

图 11 室内场景中常见的重建缺陷 

Fig. 11 Common defects in 3D reconstruction of indoor scenes 

4 结论与展望 

图像三维重建为计算机的三维感知提供了一种低成本、高灵活性的解决方案，是数字化

室内巡检的重要技术之一。COLMAP 开源框架采用了基于 SfM 到 MVS 的传统图像三维重

批注 [Author12]: 应该单独成一个小节，并简单分析原

因。 

批注 [Author13]: 建议放大图像，2×2 排布会更好。 
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建算法，因其高效性和稳定性而得到广泛应用。本文针对 COLMAP 巡检视频三维重建在室

内场景中的效率和精度进行研究与评估，通过对视频进行不同间隔的抽帧构建不同重叠程度

的图像数据集以开展对比实验，并基于所构建的评价体系进行重建效率与精度的量化。结果

表明： 

1）在本研究的重建环境下，重建时间与成功匹配的有效图像数量的 1.15 次幂呈正比； 

2）重建效率随图像重叠程度的增加呈现先提高后降低的趋势，在本研究 0.5 m/s 相机移

动速度、16 °/s 相机旋转速度和 30 帧/s 视频采集帧率下最理想图像重叠程度对应的抽帧间

隔为 20-30 帧，能够在保证较短重建时间的同时获得最高的重建效率； 

3）室内场景图像三维重建的几何精度为 cm 级，同一场景的重建误差受点云密度影响

较小，不同室内场景的绝对误差平均值不超过 3 cm，相对误差平均值不超过 4 %。 

上述结果揭示了室内场景下图像三维重建时间、效率和精度的一般规律，为图像三维重

建在室内场景中的采样策略和巡检应用提供了指导： 

1）从时间和效率角度来看，基于 COLMAP 的三维重建时间随图像数量增加而加速增

长，因此并不适用于大场景多图像的重建任务。以本研究采用的常见智能手机和“S”形拍

摄方式为例，图像数量在 300 张以内较为合适，重建时间较短重建效率最高，这能够应付不

超过 30 m2室内场景。对于室内大场景，建议通过场景拆分、并行计算等手段实现高效重建。 

2）从精度角度来看，消费级相机视频重建的厘米级误差能够检测建筑物中关键构件的

有无与大幅尺寸偏差，如建筑构件的施工进度跟踪、管道安装的错位检测等巡检任务。但依

赖高精重建的尺寸测量将难以胜任。实际巡检任务建议使用精确标定的工业相机进一步提高

重建的几何精度，适用于更广泛的巡检需求。 

此外，目前针对室内场景中图像三维重建常见缺陷的考虑和评估仍然缺乏，这些问题会

导致重建精度的降低，需要进一步研究。在未来，基于图像三维重建的室内巡检可以更多与

语义分割[5]、图像识别[20]、图像处理[21]等技术相结合，以实现更高效的巡检应用。 
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